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What do we know about effects of  school resources on 
educational results? 

Jan-Eric Gustafsson* 

Summary  

 The main tradition of research on effects of resources on results 
investigates educational production functions in which input factors 
are related to output in statistical models. Many such studies have 
been conducted but the results tend to be inconsistent, and conclu-
sions from reviews conflict. However, several recent meta-analytic 
integrations of the estimates from different studies indicate positive 
effects of resources such as per pupil expenditure, class size, teacher 
education and teacher experience. Methodological limitations of the 
production function approach imply, however, that these results 
should be interpreted with caution. In a more recent approach, ran-
domized experiments have been conducted, with a special focus on 
the effects of class size. In the largest and most thoroughly analyzed 
study (the STAR experiment), smaller classes were found to have an 
advantage at the primary level. Meta-analytic summaries of the effects 
of class-size also support the conclusion that smaller classes are bene-
ficial in early grades, and particularly so for students with less favor-
able socio-economic backgrounds. Alternative interpretations of the 
class size effect are discussed, and it is suggested that it may be due to 
a more effective socialization to the school environment in smaller 
classes. Another line of research has established large differences be-
tween teachers in terms of the achievement of their students. The re-
search evidence also suggests that teacher education, teacher experi-
ence, and in-service training influence teacher competence. It is con-
cluded that class size may be of importance for certain categories of 
students, while teacher competence appears to be the single most im-
portant resource factor.  
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Keywords: Educational production functions, quality of schooling, 
class size, teacher competence. 
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of  school resources on  

educational results? 
Jan-Eric Gustafsson 

 
 
Systematic research on effects of school resources on student 
achievement goes back at least to the 1960s, and literally hundreds of 
empirical studies have been reported. During the 1980s, reviews of 
the research were published by Hanushek (1981, 1986), which quite 
clearly showed that economic resources have little or no effect on 
student achievement. Burtless (1996, p. 3) observed that as late as in 
the mid 1990s, Hanushek’s conclusion “... probably remains the pre-
vailing view among economists who study school resources and edu-
cational achievement.” 

However, Hanushek’s conclusion has been challenged by new re-
sults. These were achieved when new methods were employed to syn-
thesize research results, and by new empirical research, based on 
other methods than have previously been used. The consensus about 
the conclusion that resources do not matter has thus been replaced by 
considerable controversy concerning theory, empirical results and 
methodology. These controversies indicate that exciting progress has 
been made in this area of research. The purposes of the present paper 
are to describe and discuss some of the basic issues in these contro-
versies, try to assess what we currently know, and indicate what seems 
to be the most promising areas of further research.  

1. Studies on educational production functions 

The earliest attempts to understand effects of school resources on 
educational achievement were inspired by research on so-called indus-
try production functions, which have been used in economic research 
for a long time. The basic idea is that to produce an output, inputs 
such as labor and capital are transformed by technology into products 
and services. To maximize profit, inputs must be used as efficiently as 
possible, and the optimal use of resources may be determined by es-
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timating functions which relate input factors to output. Schools also 
transform inputs such as teachers, facilities, and support personnel to 
produce output in the form of, among other things, student achieve-
ment. This suggests that it should be possible to estimate educational 
production functions with statistical methods, such as multiple regres-
sion analysis, that determine relations between input factors and out-
puts.  

1.1. Empirical estimates of educational production functions 

The Coleman et al. (1966) report is a landmark study in the estimation 
of such educational production functions. The purpose of the study 
was to measure the extent of racial segregation of American schools, 
but the large amount of data collected allowed the researchers to ad-
dress other, more general, issues as well. They collected data from a 
representative sample of over 570 000 students, 60 000 teachers and 3 
000 schools, including third-, sixth-, ninth-, and twelfth-grade classes. 
Among the variables measured were student achievement in different 
domains, family background, characteristics of teachers, class size, 
and characteristics of the schools and communities. Using multiple 
regression analysis at the school level, the researchers tried to deter-
mine the relative importance of these categories of variables to ex-
plain variation in student achievement. 

The major finding was that family background characteristics and 
community level variables accounted for variance in student achieve-
ment at the school level, while school resource variables, such as pu-
pil/teacher ratios, per pupil expenditures, or teacher characteristics 
accounted for no or little variance. 

It may, of course, be that the Coleman report failed to identify ef-
fects of resources on achievement because of limitations in the study. 
The design and analysis of the Coleman et al. study have been exten-
sively discussed, numerous critiques have been published and a large 
number of reanalyses have been performed (e.g., Bowles and Levin, 
1968; Ehrenberg and Brewer, 1995; Mosteller and Moynihan, 1970). 
It would carry too far to discuss this criticism in detail here, but there 
are reasons to identify some of the more fundamental problems 
encountered when attempts are made to estimate the educational 
production function from survey data of the kind upon which the 
Coleman report is based.  

One of the most fundamental problems that is met when causal in-
ferences are made about the effects of a certain resource variable is 
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that the validity of the inference is threatened by the problem of omit-
ted variables. When investigating the effects of variations in class size, 
say, there is no guarantee that comparable groups of students were 
assigned to small and large classes, which implies that any effect that 
the class size variable may have is mixed up with pre-existing differ-
ences between students. It is, in principle, possible to make causal in-
ferences from non-experimental data through statistical modeling, but 
one fundamental assumption that must be fulfilled for this approach 
to allow valid inference about causal effects is that all the relevant 
variables are included in the analysis, i.e., there must not be any omit-
ted variables which are correlated with the independent variables and 
the residual of the dependent variable. It is quite obviously impossible 
to guarantee that a particular study has included all the relevant vari-
ables, but it is often easy to see that a study has failed to include vari-
ables which have been demonstrated to be important determinants of 
the dependent variable in other studies.  

In this respect, the Coleman report suffered from the obvious 
limitation that the variables were measured at a single point in time, 
which made it impossible to control for what is known to be the most 
important determinant of student achievement, namely previous stu-
dent achievement. This also made it necessary to make the assump-
tion that only the level of resources available at the time when the 
measures were taken is important, while the history of resources does 
not matter. As has been argued by Ehrenberg, Brewer, Gamoran and 
Willms (2001), this is a very strong assumption, which is likely to be 
incorrect. Suppose, for example, that class size in third grade is related 
to gain in achievement, and that a relation is found. But students who 
are in a small class in grade three are likely to have been in a small 
class in the first and second grades as well. If there is a prolonged ef-
fect on achievement in third grade of having attended a small class in 
first and second grades this will, incorrectly, be attributed to class size 
in third grade, unless measures of class size in first and second grades 
are also included in the study.  

Another problem that is met when educational production func-
tions are estimated from data is that errors of measurement in the in-
dependent variables will tend to cause bias in the estimates (Wansbeek 
and Meijer, 2000). Even a seemingly simple variable such as class size 
is quite difficult to define and measure. Sometimes, pupil/teacher ra-
tio and class size are used interchangeably, for which there is little 
conceptual and empirical justification (see Gustafsson and Myrberg, 
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p. 61-65). Class size also often varies over subject matters and time, 
which makes it difficult to measure this variable with precision in sur-
vey studies. This implies that there is often a substantial amount of 
both random and non-random errors of measurement in the vari-
ables. It is well known that random errors cause the effects of a vari-
able to be underestimated in multiple regression analysis. 

After the Coleman report was published, a large number of educa-
tional production function studies have been conducted. These stud-
ies have relied on basically the same approach as that used in the 
Coleman report, even though more care has been taken to include 
measures of previous achievement, and to investigate change in 
achievement rather than achievement at a single point in time (Ha-
nushek, 1979). These studies present a bewildering array of findings, 
there being little consistency of results over the studies. This is not 
unusual in any area of research, however, and since the 1970s, so-
called meta-analytic techniques have been developed for the purpose 
of integrating empirical results obtained in different studies into a sin-
gle unified estimate. 

1.2 Reviews of results from educational production function 
studies 

Reviews of the literature have been published by Hanushek (e.g., Ha-
nushek, 1979, 1981, 1986, 1997), and as already mentioned, his con-
clusion is that economic resources are of no importance for the 
achievement of schools and students. Analyzing basically the same set 
of empirical studies, but using other techniques for integrating results 
over studies, Hedges, Laine and Greenwald (1994; see also 
Greenwald, Hedges and Laine, 1996a,b; Hedges and Greenwald, 
1996) instead concluded that there is quite a strong relationship be-
tween economic resources and educational results. They concluded 
that global resource variables, such as per-pupil expenditure, are im-
portant, as are also more specific categories of resources, such as 
smaller schools and smaller classes. They also concluded that variables 
that attempt to describe the quality of teachers, such as teacher ability, 
teacher education and teacher experience show very strong relations 
with achievement.  

Hedges et al. have argued that one reason why Hanushek arrives at 
the conclusion that economic resources do not matter, is that he has 
applied a weak method of meta-analysis, which only looks at whether 
a significant effect was obtained or not. The method does not take 
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into account size of effects, and if the power of each individual study 
is low, this so-called “vote-counting” method will fail to detect any 
effect of resources on achievement. Krueger (2003) has formulated a 
similar kind of criticism, observing that Hanushek often has included 
several estimates from the same empirical study, each estimate being 
computed for a subgroup of the cases. But dividing the sample into 
subgroups causes the power of each such analysis to be low, making it 
difficult to find any significant effect. As is demonstrated by Krueger 
(2003), other results are obtained if a single estimate is computed 
from each study. 

It would seem that the more powerful meta-analytic techniques 
employed by Hedges et al yield more trust-worthy and dependable 
results than the simpler technique used by Hanushek. This provides a 
basis for concluding that the generalization that economic resources 
are important for educational achievement is more valid than the 
negative conclusion arrived at by Hanushek. For several reasons, this 
must be regarded as a very tentative conclusion, which must be sup-
ported by further evidence. 

One reason for this is that each educational production function 
study suffers from severe limitations. As was pointed out above, there 
is reason to believe that every single study that has been conducted 
has omitted variables that should have been included in order to ob-
tain unbiased estimates of the effects of resource variables. If vari-
ables are omitted more or less randomly over studies, a meta-analytic 
synthesis of findings may still yield correct results. However, there is 
reason to believe that variables are not omitted randomly, but that 
certain important variables tend to be more frequently omitted than 
others. Examples of such variables are the entry achievement level of 
the students, and their resource history. This may cause systematic 
bias in the results from educational production function research. 

A related problem is that the analyses frequently include inappro-
priate variables that may obscure relations that are in the data. Fur-
thermore, the models sometimes include more than one measure of 
what amounts to basically the same resource variable (e.g., expendi-
ture per pupil and student-teacher ratio) which causes the effect for all 
the overlapping variables to be underestimated (see Krueger, 2003). 

The production function paradigm suffers from other limitations 
and problems as well. One problem is that it treats the educational 
process as a “black box”, which makes it difficult to understand any 
particular outcome, and develop integrated theory. The so-called 
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frame-factor theoretic tradition, which was established by Dahllöf 
(1967), stresses the importance of investigating the intervening educa-
tional process when relating input-factors to educational achievement. 
This research tradition may provide useful theoretical tools and 
methods in research which aims at opening up the “black box”. 
Similarly, Monk (1992) has argued that the production function ap-
proach reduces the complexity of the educational process so far as to 
have limited explanatory value. 

A related problem is that the production function approach tends 
to disregard the hierarchical, or multi-level, character of educational 
data. The data structure is such that students are nested within class-
rooms, which are nested within schools, which are nested within dis-
tricts, and so on. This problem has typically been dealt with by aggre-
gating the observations on lower-level units (e.g., students) to higher-
level units (e.g., schools). Such aggregation may, however, change the 
meaning of variables and introduce bias in the estimates of parame-
ters. What is even more important is that the approach disregards es-
sential features of the educational phenomena, and makes it impossi-
ble or difficult to investigate certain questions, such as differential ef-
fects of resources on different categories of students. During the 
1990s, multi-level regression techniques (e.g., Bryk and Raudenbush, 
1998, 1992) have become available which allow ways of taking full 
advantage of multi-level data (see Ehrenberg et al. 2001).  

Wenglinsky (1998) has reported a study using such methods of 
analysis. He investigated effects of resources at the school district 
level on the mathematics achievement of grade 12 students and found 
essentially no general effects at the school level of categories of re-
sources, such as per pupil expenditure on instruction. But the multi-
level analysis disclosed an interaction effect such that in school dis-
tricts with a low level of resources, there was a stronger relationship 
between the socio-economic background of students and achieve-
ment than was the case in school districts with a high level of re-
sources. Wenglinsky interpreted this in the following way: 

...when schools lack sufficient funds, their capacity to educate all students to-
ward a common yardstick is reduced. Students enter high school with different 
levels of preparation, depending on their SES and various other factors. To re-
duce these inequalities in preparation to the point that both low- and high-SES 
students become proficient in the requisite subject matter requires the active in-
tervention of the school; when the school lacks adequate funds, its ability to in-
tervene is compromised and, as a result, students will be more likely to advance 
based on their past preparation -- that is, a situation of within-school inequity. 
(s. 279) 
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There is much more that could be said about the educational pro-

duction function approach, but there is now reason to return to the 
question of what conclusions may be drawn from the meta-analytic 
syntheses of findings. I have already concluded that there is reason to 
put more faith in the conclusions drawn by Hedges et al. than by Ha-
nushek, but that the limitations from which the individual studies suf-
fer make this a very tentative conclusion indeed. To reach stronger 
conclusions, we need a more solid foundation of research than is fur-
nished by the educational production function studies. Fortunately, a 
wealth of interesting research has recently been published in which 
those resource factors which seem most important according to the 
results achieved by Hedges et al. have been investigated in greater de-
tail. One of these is class size, and the other is teacher competence. 
Below, this research is reviewed, but before doing so, I will briefly 
mention another recent line of research which is of particular interest, 
both because of the amount of attention it has received, and because 
it has investigated earnings rather than achievement as an outcome of 
schooling.  

2. Quality of schooling and earnings 

In the early 1990s, Card and Kreuger (1992) published an investiga-
tion in which they combined income data for all American men born 
1920 to 1949 with information about school quality of the state in 
which the individuals went to school. In particular, the analysis took 
advantage of the information about earnings of men who had moved 
to another state. The results showed quite strong effects of the quality 
of education within different states on the amount of earnings in 
adult life. Longer years of schooling, more teachers per pupil and 
higher teacher salaries proved to be significant determinants of earn-
ings.  

Other studies have, however, yielded different results. Betts (1995) 
used data from a U. S. longitudinal study which included a representa-
tive sample of persons aged 14 to 24 years at the first wave of meas-
urement (National Longitudinal Survey of Youth, NLSY). Among 
other variables, the survey included information about the average 
class size of the high school the persons had attended. The sample 
was followed until they had reached ages 25 to 35, when earnings data 
were collected as well. Betts could thus perform essentially the same 
analyses as did Card and Kreuger, except that he had access to infor-
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mation from the schools actually attended, rather than the state-wide 
average.  

The analysis failed to show any significant relation between school 
quality measures and earnings, even though it was found that earnings 
depended upon which school the men had attended. But interestingly 
enough, Betts found that when the school-level variables were re-
placed with the statewide average variables, several significant rela-
tionships emerged, including a highly significant relation between the 
state-level pupil-teacher ratio and earnings. 

There are several possible interpretations of this finding. One pos-
sibility, which was suggested by Betts (1996, p. 242), is that the state-
level teacher-pupil ratio reflects other differences between states, such 
as school quality in lower grades, which may have a stronger effect on 
subsequent earnings than the high-school quality measures used. 
Some other possible interpretations suggested by Betts is that the re-
sults obtained with the state-level measure is a statistical artifact 
caused by the aggregation; that there is a smaller difference in school 
quality in these newer data; or a diminishing return of school quality 
on earnings. Another possibility, which was emphasized by Card and 
Kreuger (1996), is that there are errors of measurement in the school-
level measures of teacher-pupil ratio. This is because school quality 
was measured at a single point in time, which was not necessarily 
aligned with the time the individual in the sample attended the high-
school. Card and Kreuger (1996) note that the resources of a school 
vary from time to time, and each individual in the sample may, fur-
thermore, have attended more than one high-school. This causes ran-
dom fluctuations, or errors, in the measure of the school quality 
measure, which in turn causes the estimate of the effect of school 
quality to be biased downwards. Since the state-level measure is an 
average measure of school-quality it is not so much affected by these 
random errors because they cancel. Card and Kreuger (1996) also 
suggest other possible explanations for the different results obtained 
by them and by Betts (1995) but discussing these here would carry 
too far. 

At a more general level it seems, however, that these studies do il-
lustrate a very fundamental problem in the study of natural variation 
of school resources, namely that the variation of the independent 
variable is captured very crudely and is only distantly related to the 
actual instructional experiences of the individuals.  
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There is, first of all, the problem that an administrative measure 
like teacher-pupil ratio is relied upon, rather than class size. The latter 
measure refers to the actual number of pupils taught together at a par-
ticular time, while the former measure is based on full-time equiva-
lents of teachers at the school, whether they teach regular classes, or 
fulfill functions such as administrators, assistants, special educators, 
librarians, or even are on sick leave. These two measures need not be 
particularly highly correlated, and while the teacher-pupil ratio meas-
ure is strongly related to the amount of money spent on each student, 
the class size measure is more likely to be relevant from a psychologi-
cal and instructional point of view. When investigating effects of re-
sources on educational achievement, the class size measure seems 
preferable. This measure is not easily obtained, however. Not only is 
class size a number which varies over time, but also over different 
activities and subject areas. Thus “... one would like to have a measure 
of the actual class size experienced by every pupil during every school 
day, over the school year” (Ehrenberg et al., 2001, p. 2). Little is 
known about the reliability of the class size measures used in actual 
research, but in the few cases when this measure is at all available, it is 
likely to include a sizeable proportion of error variance. Such error 
variance causes the estimates to be downwards biased.   

After this digression on problems of measurement, there is reason 
to point out that other problems with the Card and Kreuger (1992) 
study have been identified by Heckman et al. (1996). In a reanalysis of 
the data, Heckman et al. (1996) replicated several of the main findings 
of the original study but they also arrived at partially different results, 
showing less of a clear pattern of relations between school resources 
and earnings. One of the reasons for this is that they took into ac-
count non-linearities in the relation between schooling and income 
which are caused by the effects of taking a degree (so-called “sheep-
skin” effects), showing a strong positive effect of completing college 
(see also Card and Krueger, 1996). Heckman et al. conclude by saying: 

The evidence in this chapter, like the evidence in the literature that precedes it, 
is not decisive on the question whether schooling inputs can increase earnings. 
All we have done is to raise considerable doubts about the reliability of the evi-
dence on schooling quality based on aggregated quality data (Heckman et al., 
1996, s. 254) 
 
Thus, the results on the relation between quality of schooling and 

outcomes of schooling which seemed so well established 10 years ago, 
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now appear to be more uncertain. Further research will be needed to 
resolve these issues. 

Before leaving this field of research, there is reason to emphasize, 
however, that a large body of literature has established a relation be-
tween school resources and greater educational attainment in terms of 
number of years of schooling. It also is a well established fact that 
there is a relation between the level of educational attainment and 
earnings (see Card and Kreuger, 1996). Thus, school resources trans-
formed into more years of education imply higher earnings (see also 
Betts, 1996).  

3. Effects of class size 

We may conclude that empirical studies of naturally occurring varia-
tion are fraught with problems when the aim is to make causal infer-
ences. The problems caused by omitted variables are difficult to solve, 
and the statistical models used to correct for selection bias are highly 
demanding, both with respect to data and assumptions related to the 
method of statistical analysis. Problems of obtaining precise and accu-
rate measures of the variables involved are another great challenge. 
This concerns both the independent variables under study, and the 
variables used as control variables.  

One way to solve these, and other, problems is to use randomized 
experiments instead of trying to capture naturally existing variation. 
The randomization implies that comparable groups of students re-
ceive well defined treatments, which are delivered by comparable 
groups of teachers. The problem of selection bias is solved by the 
randomization, and the fact that the independent variable is under 
control by the researcher provides a solution to the problem of errors 
of measurement in the independent variable. Control of the inde-
pendent variable also makes it possible to study a wider range of vari-
ability than is the case if naturally occurring variation is investigated.  

In spite of the great advantages associated with an experimental 
approach, experiments are only rarely conducted within the field of 
education. There are several reasons for this. Ethical concerns may 
make it impossible to actually carry out experiments which involve an 
unequal distribution of resources to different groups; costs may be 
prohibitively large; problems of differential attrition may cause selec-
tion bias to appear in spite of initially comparable groups; and the im-
possibility to achieve the ideal of a double-blind experiment may 



WHAT DO WE KNOW ABOUT EFFECTS OF SCHOOL RESOURCES ON 
EDUCATIONAL RESULTS?, Jan-Eric Gustafsson 

89 

cause diffusion of treatments and treatment groups and create so-
called Hawthorne and John Henry effects. These and other problems 
explain why large-scale field experiments in education are rare, and to 
the extent that the experimental approach is used at all, it is typically 
restricted to small scale experiments of short duration. 

However, during the 1990s, the situation has improved. Results 
have been reported from a large-scale experiment on the effects of 
class size, which has not only had profound effects on our knowledge 
about the effects of resources, but which also has stimulated further 
experimentation. This study is the so-called STAR-experiment (Stu-
dent/Teacher Achievement Ratio), which Mosteller (1995) described 
as “one of the greatest education experiments in United States his-
tory”. 

3.1. The STAR experiment 

The experiment, which started in 1985, had three treatment groups: 
small classes with 13-17 students; regular classes with 22-26 students; 
and regular classes with an assistant teacher. For a school to be in-
cluded in the study, it had to be large enough to have at least one class 
of each type. Some 80 schools participated, with more than 100 
classes of each type. During the first year of the study, about 6 000 
students were included, and throughout the four years that the study 
comprised, almost 12 000 students were involved, because of the ad-
dition of new students. Within schools, both students and teachers 
were randomly assigned to the three treatments. Most of the students 
entered the study either in kindergarten or grade 1, while a few en-
tered in grades 2 or 3. In the first phase of the study, the students 
were followed till the end of grade 3, with measures of achievement 
being made at the end of each grade.  

At the end of grade 3, the results showed quite a striking advantage 
for the students who had been assigned to the small classes, while 
there was no clear difference between the results achieved in regular 
classes with one teacher, and regular classes with an assistant teacher 
as well (Finn and Achilles, 1990, 1999). The results were particularly 
strong for reading, and it was found that the small class advantage 
was larger for students who came from socio-economically and ethni-
cally disadvantaged groups (Finn and Achilles, 1990; Kreuger, 1999). 
The results showed the effect of class-type to be strongest for grade 
1, while the difference remained more or less constant over grades 2 
and 3. 
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The participants of the STAR-experiment have been followed up 
through their continuing education as well. These follow-up studies 
have shown some quite remarkable findings. After the experiment 
ended in grade 3, all students were put in normal classes, but a lasting 
benefit of having attended a small class has been demonstrated. 
Achievement as measured by standardized tests is higher for those 
who attended a small class in the STAR-experiment (Nye, Hedges and 
Konstantopoulus, 1999); they have a lower rate of class repetition 
(Pate-Bain et al., 1997), and a higher tendency to take the SAT and 
other tests which give access to higher education in the U. S. (Krueger 
and Whitmore, 2001). These results are even more remarkable given 
that the usual pattern of results in intervention studies is that any ef-
fect on knowledge and achievement that may be observed initially 
tends to disappear after the treatment is discontinued. That was, for 
example, the case in the Head Start program (e.g., Brody, 1992, p. 
174-175). Krueger and Whitmore (2001) did, however, find that some 
of the achievement advantage of small-class children faded out in the 
year they returned to regular-size classes. 

It may be added that in addition to the original reporting of results 
from this study, the STAR-project data have been reanalyzed by sev-
eral researchers who have used more advanced methods of analysis 
than were available for the original analysis. These analyses have gen-
erally supported the general conclusions drawn in the original analysis, 
but at a more specific level, there are some quite notable differences 
in the results. To take one example, all studies that have investigated 
interactions between the class size treatment variable and ethnicity 
have found stronger effects of small classes for minority students 
than for non-minority students. Finn and Achilles (1999), for exam-
ple, report an effect size for reading achievement in grade 3 of .17 for 
non-minority students and of .40 for minority students, while the cor-
responding estimates for mathematics are .16 and .30. The effect sizes 
are thus two or three times as large for minority students as for non-
minority students. Nye, Hedges and Konstantopoulus (2000) also 
found the point estimates of treatment to be higher for minority stu-
dents than for non-minority students, although the difference was 
somewhat less pronounced. In contrast to other researchers, they did 
not find the effects to be statistically significant. One reason for this is 
that they used multilevel analysis procedures, which correctly take into 
account the intra-school covariation in student performance. Another 
reason may be that in their regression models, they simultaneously 
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included two highly correlated variables (minority status and socio-
economic status) which may have caused the standard errors to esca-
late. This illustrates that, even with such a large sample as in the 
STAR experiment, power may be too limited to investigate interac-
tions in complex models. 

Another source of disagreement between analysts is whether the 
mean performance difference due to the class size effect, which was 
observed after grade 1, keeps constant over the following grades, or if 
it increases. Hanushek (1999) has argued that if there is a class size 
effect, the achievement difference between small- and regular-sized 
classes should increase over grades, because the small classes should 
keep adding a resource-related performance advantage. According to 
Finn and Achilles (1999), this is indeed the case, which is seen if the 
scores on the standardized achievement tests are rescaled to express 
“grade equivalents”. However, the traditional effect size measures are 
more or less constant over the years, which provides a basis for the 
conclusion that there is no additional class size effect after the first 
year. So far, this issue seems to be unsettled. These conflicting results 
illustrate, however, that the scale chosen for reporting the results may 
influence the outcome. Different studies use different scales (e.g., 
percentile ranks, raw scores, grade equivalents) so this may be a 
source of conflicting results, which should be given some attention in 
further research. 

Another topic of discussion among critics and defenders of the 
STAR experiment is whether any bias in the results may have been 
caused by the impossibility to carry out a four-year field study with 
strict randomization (Hanushek, 1999; Hoxby, 2000). There was attri-
tion from the experiment because students moved, came into the ex-
periment successively over the years, and there was also considerable 
switching between small and large classes within the experiment. Only 
48 percent of the initial experiment group remained for the entire 
four years. It seems, though, that attrition patterns were similar across 
small and large classes, and the only tendency towards differential at-
trition that has been found is that students dropping out of small 
classes had somewhat higher achievement than students dropping out 
of large classes (Nye, Hedges and Konstantopoulus, 1999). Thus, dif-
ferential attrition does not seem to account for the small-class advan-
tage in the STAR study (see also Krueger, 1999). 

It is not possible to evaluate all evidence concerning the internal 
validity of the conclusions from the STAR study. But it may be noted 
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that it is impossible to carry out a large-scale field-experiment strictly 
according to the methodological rules. Even though initial assignment 
may be random, this can not be strictly kept throughout the duration 
of the study because of movements. Another problem with this kind 
of experiment is that those involved are not only aware that they par-
ticipate in an experiment, but also in which treatment condition they 
participate. This may cause teachers and students to modify their 
teaching and learning activities in order to produce an outcome that 
they favor, or it may sensitize teachers of small classes to more fully 
take advantage of the instructional possibilities offered by such an 
environment (Hoxby, 2000). It is also conceivable that teachers and 
students (and their parents) in regular-size classes put in an extra ef-
fort to overcome a perceived disadvantage (a so-called John Henry 
effect). 

It is obvious that even a randomized experiment like the STAR-
study is sensitive to threats to the internal validity. In theory, at least, 
these threats may be severe enough to reject interpretations in terms 
of effects of class size but so far, little evidence has been presented 
that provides obvious threats to the main conclusions from the study. 
I will therefore tentatively accept the findings as showing a real effect 
of class size on achievement. 

3.2. Replications and implementations 

The results from the STAR experiment have, indeed, been widely ac-
cepted, even though there are also skeptics (e.g., Hanushek, 1999, 
2003; Hoxby, 2000). In particular, the results have inspired further 
experimentation and they have had a noticeable impact on educa-
tional policy at different levels of the U. S. educational system. Let me 
just briefly mention a few of these. 

In Tennessee, there has been a follow up of the STAR-study in the 
form of an implementation project (Project Challenge) in which the 
17 poorest school districts were funded to cut class size to 15 in 
grades K-3 (Finn, 1998). When the project started in 1990, these 
school districts ranked 99 out of 138 in reading, but in 1993, the rank 
had improved to 78. In mathematics, the rank was 85 in 1990, which 
improved to 57 in 1993. These results indicate that class size reduc-
tion may have a substantial practical impact. It should be stressed, 
though, that from a scientific point of view, these results should be 
regarded as providing light-weight evidence on the class size issue, 
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since the improvement may have been due to regression effects 
and/or Hawthorne effects.  

In 1996 a trial program similar to STAR, but with a special focus 
on disadvantaged students, was started in Wisconsin. The so-called 
SAGE (Student Achievement Guarantee in Education) program was 
focused upon grades K-3 in school districts where at least 50 percent 
of the students were living below the poverty level. The program in-
volved, among other things, reduction of class size to 15 or fewer 
students. Comparisons between the schools participating in the inter-
vention and similar schools from the same districts with normal class 
sizes indicate effects on achievement that are roughly comparable to 
those from the STAR project (Molnar et al., 1999). Interestingly 
enough, the effect sizes for African-American students were greater 
than for white students, thereby replicating the interaction between 
class size and minority status in the STAR experiment. 

The STAR results have also inspired several other U. S. states to 
implement class size reduction programs. In 1996, California started a 
massive state-wide class size reduction program in grades K-3, cutting 
class size from an average of 28.8 to a maximum of 20 (CSRP, “Class 
Size Reduction Program”). In contrast to the STAR and SAGE pro-
grams, the program was under-funded and conditions were less than 
optimal also in other respects: there was a growing enrollment of stu-
dents, a shortage of qualified teachers, and a lack of adequate facili-
ties. The evaluation of CSRP also was less carefully planned than the 
evaluation of STAR, there being no control groups. However, at the 
end of third grade, classes with 20 or fewer students have been com-
pared with classes with more than 20 students, using school means at 
grade 4 to control for pre-existing differences. The results indicate a 
weak positive effect, with an effect size of about 0.05-0.10 (Stecher 
and Bohrnstedt, 2000). In contrast to the findings in STAR and 
SAGE, the effects were not stronger for minority students than for 
non-minority students.  

As has already been mentioned, there are several possible reasons 
why smaller effects were achieved in CSRP than in STAR. One is that 
CSRP class sizes were reduced to about the same level that was re-
garded a regular-sized class in STAR, rather than to 15. The program 
also made it necessary to hire many new teachers without credentials 
or experience, and to discontinue other programs in order to fund the 
class size reduction. Furthermore, poor school districts and school 
districts with a high percentage of minorities tended to lose their 
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qualified teachers to more affluent districts, so that the program wid-
ened the resource gap among schools (Ogawa and Huston, 1999). 
This may be one reason why the effects of the class size reduction did 
not prove to be stronger for educationally disadvantaged students in 
the CSRP program. The experiences from CSRP clearly indicate that 
class size reduction does not automatically lead to improvement of 
achievement. 

Even in light of the CSRP experiences, it seems that the experi-
mental studies of effects of class size indicate that smaller classes are 
beneficial for learning. It must be emphasized, though, that these re-
sults are based upon studies of class size effects in grades K-3, and 
that the studies have typically involved samples with an over-
representation of educationally disadvantaged students. The other re-
search that has been done on the effects of class size tends to support 
these findings. Robinson (1990) has reported a large meta-analysis, 
which comprises more than 100 studies of class size. The results indi-
cate that the effects of class size interact with the age of the students. 
For grades K-3, Robinson found a positive effect of small classes. For 
grades 4-8, a weak positive effect was found “... but the evidence is 
not nearly as strong as in grades K-3” (Robinson, 1990, p 84). Studies 
conducted on students from grades 9-12 provide no support for the 
hypothesis that class size has an effect on achievement. Robinson 
(1990, p. 85) also concluded that: 

[t]he research rather consistently finds that students who are economically dis-
advantaged or from some ethnic minority perform better academically in 
smaller classes.  

3.3. Natural variation in class size 

As has already been pointed out, several researchers have argued that 
the fact that those involved in class size experiments are aware of this 
may cause the participants to modify their actions and activities, so 
that a certain outcome is favored (Hanushek, 1999; Hoxby, 2000). 
Given that double-blind experimentation is impossible in this field of 
research, this is a limitation of the experimental approach.  

A few studies have been conducted in which this problem is in-
stead solved by investigating natural variation in class size. Angrist 
and Lavy (1999) conducted a study in Israel, where there is a quite 
strict rule for the maximum number of students in a class, and which 
implies splitting one large class into two smaller classes. The variation 
in class size close to the maximum class size is essentially unrelated to 
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factors such as the socio-economic status of the area from which the 
school is recruiting, which implies that the variation in class size 
caused by the splitting rule can be used to estimate effects of class 
size. Using so-called instrumental variable estimation on data from 
some 2000 fourth and fifth grade classes, class size was found to sig-
nificantly affect the achievement in reading and mathematics in grade 
5, and in reading in grade 4, with smaller classes producing the better 
results. The effect sizes were somewhat lower than those found in the 
STAR experiment. Just like in the STAR experiment, Angrist and 
Lavy (1999) also found that there was an interaction between socio-
economic background and class size, the benefits of small classes be-
ing larger in schools with a large proportion of students from a disad-
vantaged background.  

Hoxby (2000) took advantage of the fact that natural variation in 
population size influences class size, and this variation causes random 
variation in class size which is not associated with any other variation, 
except perhaps achievement. She also used a similar approach as did 
Angrist and Lavy (1999), investigating the abrupt changes in class size 
caused by rules about maximum class size. Using data from 649 ele-
mentary schools covering a period of 12 years, both these approaches 
to estimating the effects of class size were used. In no case was a sig-
nificant effect of class size found, in spite of the fact that Hoxby 
demonstrates that power was sufficient to detect class size effects as 
small as those found in the experimental research. Hoxby (2000) sug-
gests that the differences between the results obtained in the experi-
mental studies and her studies of natural variation may be interpreted 
as being due to the fact that teachers in the experimental studies tried 
to make good use of small classes, because an outcome showing an 
advantage for small classes would be favored by the teachers. 

Lindahl (2000) has used a longitudinal approach to investigate ef-
fects of natural variation in class size. He administered the same 
mathematics test to 556 students in 16 schools on three occasions. 
The first measurement occasion was in the Spring semester of grade 
5, the second in the Autumn semester of grade 6, and the third in the 
Spring semester of grade 6. In the analysis of data, Lindahl’s idea was 
to take advantage of the fact that between the first and second meas-
urements, there was a summer break, when no effect of class size is to 
be expected, while between the second and third measurements, there 
was almost a full academic year, when effects of class size may be ex-
pected. In the analysis of data, he investigated change between the 
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second and third measurements, controlling for change between first 
and second measurements. The results showed smaller classes to yield 
significantly better results than large classes. 

So far, the studies investigating natural variation in class size have 
thus produced conflicting results. The research base is limited, 
though, and the conflicting results will hopefully spur further research 
efforts.   

3.4. Why may smaller classes be better? 

With the exception of the Hoxby (2000) study, the empirical results 
present a fairly simple and clear-cut picture, according to which small 
classes are beneficial in the first grades of school, particularly so for 
educationally disadvantaged children. According to the STAR find-
ings, the beneficial effect of attending a small class also seems to be a 
lasting one. It is, however, not at all clear how this effect may be in-
terpreted. 

If we can observe an effect, it also is necessary to propose a theory 
which explains the mechanism through which the effect is created. 
There are three reasons for this (Ehrenberg et al., 2001). The first is 
that if we can explain the effect, this increases our confidence that the 
effect is a real one, rather than an artifact. The second is that typically, 
effects of a resource variable are contingent upon other factors, which 
reduce or enhance the effect of the resource. If we can explain the 
mechanism, we are also in a better position to identify and understand 
such interactive effects. The third reason why we need to understand 
mechanisms is that the factors we investigate in empirical research are 
typically crude approximations of the optimal design. Understanding 
the mechanism may help us improve the use of resources.  

Three tentative theories, or categories of theories, which try to ac-
count for the class size effect may be identified. The first theory basi-
cally says that achievement in smaller classes is higher because instruc-
tional quality is higher in smaller classes than in larger classes (e.g., 
Achilles, 1999; Smith and Glass, 1980). The higher instructional qual-
ity could be realized because teachers take advantage of the smaller 
number of students and adopt other teaching strategies. They could, 
for example, use more frequent assignment of writing tasks, more 
small-group work, more discussion and problem solving, more indi-
vidual diagnostics and help, and other ways of furthering the devel-
opment of each individual student. But the instructional quality theory 
runs into problems when confronted with empirical results. Research 
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on the relation between class size and instructional strategies indicates 
that class size has little effect on teaching. Ehrenberg et al. (2001) 
concluded on the basis of a review of the literature that: 

Overall, the weight of the evidence tilts strongly toward a conclusion that re-
ducing class size, by itself, does not typically affect the instructional activities 
that occur in classrooms. (p. 23)  
 
It must, of course, be admitted that there may be subtle differences 

in instructional quality between small and large classes which have 
gone undetected in these studies, which somewhat weaken the 
strength of this argument. But there are other problems with the in-
structional quality theory as well. If instructional quality is directly or 
indirectly affected by class size, one would expect the effect of class 
size to be more or less independent of student age and background. 
Class size does not seem to be an important factor after fourth grade, 
but there is certainly no reason to believe that instructional quality 
would cease to be important after fourth grade. The explanation in 
terms of instructional quality also fails to account for the long-lasting 
class size effects observed in the STAR follow up studies. Interven-
tion studies designed to increase quality of instruction may have sub-
stantial effects on basic skills of young children, but these effects typi-
cally vanish over time. It seems that the instructional quality theory 
fails to account for the empirical patterns of results. 

The second category of theories to be discussed focusses on the 
classroom environment and student conduct in classes of different 
size. The most elegant and elaborate theory is Lazear’s (2001) disrup-
tion model of educational production. The basic idea of this theory is 
that there is a probability that any given student at any moment in 
time will not cause a disruption (p), for example by misbehaving or 
asking a question which is of relevance to this student only. Thus, p 
expresses the proportion of time that a student does not prevent all 
students from learning. This implies that in a class of size n, the prob-
ability that a disruption will occur at any time is 1 - pn . It may be ob-
served that even when p is as high as .98, a class of 25 students causes 
disruption to occur 40 per cent of the time. With a smaller number of 
students in the class, the probability of disruption is lower for a given 
value of p and with a larger number of students, the probability is 
higher. The fact that there is a cost associated with class size, primar-
ily for teachers and facilities, implies that there is an optimal class size, 
which varies as a function of p and cost. As is shown by Lazear 
(2001), more well-behaved students (i.e., a higher p) imply a larger op-
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timal class size, as does a higher cost for each class. The model also 
predicts that there will be a tendency for more well-behaved students 
to be in larger classes, which tends to create the impression that larger 
classes are conducive to achievement. The fact that class size tends to 
be smaller for younger students may be explained referring to the fact 
that p tends to be lower for younger students. 

This model can account for several of the findings in research on 
class size. It implies that class size reduction will have stronger effects 
on groups of students with a lower p than those with a higher p, 
which may explain why class size has a stronger effect in grades K-3 
than in higher grades. Assuming that the value of p is lower for mi-
nority students than for non-minority students, this also explains why 
the effect size is larger for minority students than for non-minority 
students. It seems, however, that Lazear’s disruption model fails to 
account for the lasting effects of class size found in the STAR ex-
periment. The positive effects on learning for young students that are 
predicted in the model are not in themselves sufficient to explain the 
long-lasting effects. While the disruption theory is a powerful model 
for explaining a wide array of results from research on class size, it 
does not succeed in fully explaining them. 

The third category of theories to account for the beneficial effects 
of class size in the early grades focuses on the better possibilities of a 
teacher with a small group of students to socialize the children to the 
school setting. Biddle and Berliner (2002) said: 

In the early grades, students first learn the rules of standard classroom culture 
and form ideas about whether they can cope with education. Many students 
have difficulty with these tasks, and interactions with a teacher on a one-to-one 
basis—a process more likely to take place when the class is small—help the stu-
dents cope ... Learning how to cope well with school is crucial to success in 
education, and those students who solve this task when young will thereafter 
carry broad advantages—more effective habits and positive self-concepts—that 
serve them well in later years of education and work. (p. 20) 
 
This school socialization theory (see also Krueger, 1999) empha-

sizes the acquisition of skills and habits which makes it possible for 
students to cope with the requirements of life in school. This may be 
expected to have both short-term and long-lasting effects on 
achievement. It is, furthermore, reasonable to expect that the sociali-
zation effect is stronger for educationally disadvantaged groups, 
which accounts for the higher effect for minority students than for 
non-minority students. 
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The school socialization theory accounts for all major findings of 
research on class size, but it does not have the elegance of Lazear’s 
disruption theory. These theories do not seem to be mutually exclu-
sive, however, and they may both be true. Expressed in the language 
of the disruption theory, the school socialization theory may be said 
to account for the class size effect through a direct influence on p. 
This suggests that it may be an interesting extension of the disruption 
theory not to regard p as a fixed parameter, but instead as a dependent 
variable that may be influenced by different factors, including class 
size.  

4. Teacher competence 

Hanushek (2003) reviewed studies which estimate differences in 
teacher quality through the use of fixed effects models of student per-
formance, in which entry performance and other relevant factors are 
taken into account (e.g., Hanushek, 1992; Hanushek, Kain and 
Rivkin, 1998; Murnane and Phillips, 1981). These studies have uncov-
ered important variations in teacher quality, with estimates of effect 
sizes that are very large as compared to those associated with other 
factors, such as class size. According to Hanushek (2003), a conserva-
tive estimate implies that a one standard deviation change in quality 
leads to a .11 standard deviation increase in achievement. According 
to another estimate, students of the best teachers gain 1.5 grade level 
equivalents for a single academic year, while students of the least well-
performing teachers only gain 0.5 grade level equivalents in the same 
time. 

These results establish variations in teacher competence as the sin-
gle most important resource factor in determining student achieve-
ment, and there does seem to be little disagreement about this. There 
is, however, considerable controversy about whether such unmeas-
ured variability in teacher quality may be influenced by factors such as 
teacher education, and if it is possible to find indicators that measure 
teacher quality. Hanushek (1986, 1997) found no evidence that factors 
such as teacher experience or teacher education are systematically re-
lated to student achievement. However, in their meta-analyses, the 
Hedges group (Greenwald, Hedges and Laine, 1996a, b; Hedges and 
Greenwald, 1996; Hedges, Laine and Greenwald, 1994) found that 
variables that describe the quality of teachers, such as teacher ability, 
teacher education and teacher experience show very strong relations 
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with achievement. It may also be noted that Hanushek (2003) with his 
“vote-counting” technique found that teacher experience tended to 
have a positive relation with achievement in a fairly large proportion 
of studies, even when controlling for study quality. Given the great 
impact of the teacher quality factor, there is reason to take a some-
what closer look at the research on different aspects of teacher com-
petence.  

Teacher education has been intensely debated, and one of the 
questions that has been focused upon is whether subject matter com-
petence or pedagogical competence, if any, matters most. Several 
studies support the importance of subject matter knowledge for suc-
cessful teaching, particularly in higher grades (e.g., Darling-
Hammond, 1999; Monk, 1994; Ferguson and Womack, 1993). It 
seems that the relationship is curvilinear, with diminishing returns 
from education at the Master’s level (Monk, 1994; Hanushek, Kain 
and Rivkin, 1998). The amount of pedagogical education seems to be 
equally important, however (Darling-Hammond, 1999; Evertson, 
Hawley, and Zlotnick, 1985; Ferguson and Womack, 1993). This sug-
gests that the quite popular idea that anyone who knows a subject 
matter content can also teach it is incorrect. 

Darling-Hammond (2000) discussed what makes teacher education 
effective and she concluded: 

One of the great flaws of the “bright person myth” of teaching is that it pre-
sumes that anyone can teach what he or she knows to anyone else, people who 
have never studied teaching or learning often have a very difficult time under-
standing how to convey material that they themselves learned effortlessly and 
almost subconsciously. ... Furthermore, individuals who have had no powerful 
teacher education intervention often maintain a single cognitive and cultural 
perspective that makes it difficult for them to understand the experiences, per-
ceptions, and knowledge bases that deeply influence the approach to learning of 
students who are different from themselves. The capacity to understand an-
other is not innate; it is developed through study, reflection, guided experience, 
and inquiry. (p. 170-171) 
 
Teacher experience, measured in terms of number of years of 

teaching practice, is also related to student achievement according to 
several studies (Murnane and Philips, 1981; Klitgaard and Hall, 1974; 
Hanushek, Kain and Rivkin, 1988). Here too, the relation is curvilin-
ear, with a diminishing return of additional years. According to Dar-
ling-Hammond (1999), there is little experience from contribution 
beyond five years, while Hanushek, Kain and Rivkin (1998) found 
that after two years, there was little improvement.  
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It must, of course, be emphasized that these studies of effects of 
teaching experience suffer from methodological difficulties. The re-
sults may be influenced by bias because the less successful teachers 
leave the teaching profession, or because more skilled teachers tend to 
be recruited by schools which are situated in affluent areas. As we 
have seen, it is difficult to control for such omitted variable bias with 
statistical methods, so results from these studies must be regarded as 
tentative.  

Measures of different aspects of teacher ability have also been 
shown to correlate with student achievement. This has been found 
for teachers’ verbal ability (Ehrenberg and Brewer, 1996) and meas-
ures of teachers’ knowledge and skills (Carroll, 1975; Strauss and 
Sawyers, 1986). One such study has been reported by Strauss and 
Sawyers (1986), who investigated high schools in about 100 school 
districts. Among other measures of resources, such as per pupil ex-
penditure and pupil-teacher ratio, they had access to a measure from 
the National Teacher Evaluation of teachers’ knowledge. They found 
a relation between teacher competence and student achievement, but 
above all, they found a strong effect on the drop out rate. They con-
cluded: 

Of the inputs which are potentially policy-controllable (teacher quality, teacher 
numbers via the pupil-teacher ratio and capital stock) our analysis indicates 
quite clearly that improving the quality of teachers in the classroom will do 
more for students who are most educationally at risk, those prone to fail, than 
reducing the class size or improving the capital stock by any reasonable margin 
which would be available to policy-makers. The size of this differential impact 
among inputs is enormous ... teachers matter far more than has been previously 
documented by other researchers in the field. (Strauss and Sawyer, 1986, p 47) 
 
In a similar study, Ferguson (1991) investigated effects on 

achievement of different kinds of resource measures, such as pupil-
teacher ratio and school size, in 900 school districts in Texas. The 
study included scores on a teacher certification test measuring both 
subject matter and pedagogical knowledge. The results indicated a 
strong effect of teacher competence, which at the school district level 
was even stronger than the effect of socio-economic background. For 
lower grades, effects were found of pupil-teacher ratio and school 
size, but these were small compared to effects of teacher competence. 
Another interesting finding was that investments in in-service teacher 
training had effects on student achievement. 

These studies rely on natural variation, so there is a risk that the re-
sults are influenced by omitted variable bias. It may, for example, be 
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that teachers whose students are performing well, are allowed to par-
ticipate in in-service training as a kind of gratification. Angrist and 
Lavy (1998) have conducted an experimental study in Israel of the 
effects of in-service teacher training. This study took advantage of the 
fact that in 1995, some schools in Jerusalem obtained funds ear-
marked for on-the-job training, which allowed a matched control-
group design. The in-service training program was designed to im-
prove the teaching of language skills and mathematics, and had its 
focus on pedagogical skills. The experiment involved both religious 
schools and non-religious schools. The treatment effects on students’ 
test scores were analyzed by several different methods, and for the 
non-religious schools a quite strong effect, with effect sizes between 
.2 and .4 standard deviations was found. For the religious schools, the 
results were less clear-cut, which according to Angrist and Lavy may 
be due to the fact that the program started later there and was imple-
mented on a smaller scale. On the basis of the results obtained in the 
non-religious schools, Angrist and Lavy compared costs and expected 
outcome of three different methods for improving student achieve-
ment: reducing class size, lengthening the school day, and in-service 
training. They conclude that in service training is a less expensive 
method for raising student achievement than reducing school size or 
adding school hours. 

The brief review of studies presented here suggests that there are 
important relations between different indicators of teacher compe-
tence and student achievement. This seems to be true for teacher 
education, experience, measured knowledge and skills, and in-service 
training. Most of the studies have investigated natural variation, and 
there are few well-controlled experiments, so there is reason to be 
somewhat cautious and conduct further research in this field.  

Having concluded that teacher competence is very important in-
deed, there is reason to briefly consider what is the nature of teacher 
competence. I have already quoted Darling-Hammond’s (2000) 
statement that the main function of teacher education is to learn to 
take the perspective of the learner. In a more general analysis of the 
nature of teacher competence, Darling-Hammond summarized the 
research in the following way: 

... teachers who are able to use a broad repertoire of approaches skillfully (e.g., 
direct and indirect instruction, experience-based and skill-based approaches, lec-
ture and small group work) are typically most successful. The use of different 
strategies occurs in the context of “active teaching” that is purposeful and diag-
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nostic rather than random or laissez faire and that responds to students’ needs 
as well as curriculum goals (Darling-Hammond, 1999, p. 14) 
 
She also observed that it does seem reasonable that teachers’ abili-

ties to handle these tasks are likely to be influenced by factors such as 
verbal ability, subject matter knowledge, understanding of teaching 
and learning, and experience in the classroom, as has been found in 
empirical research. 

5. Discussion and conclusions 

So far, the discussion has been focussed on whether or not there is 
evidence that different resource factors affect student achievement. In 
the final discussion, I will briefly discuss policy implications and inter-
relations among different kinds of resources. 

The results indicate that there is an effect of class size on achieve-
ment in lower grades, which is stronger for educationally disadvan-
taged students than for other students, and which seems to be long-
lasting. For the former category of students, the effect size due to a 
reduction in class size from 22 to 15 seems to be larger than .20 stan-
dard deviations, while for the latter category, effect sizes seem a bit 
lower than 0.20. This result has been replicated several times, and 
good theoretical explanations may be provided for the class size find-
ings. In Tennessee, and at other sites, it has been successfully demon-
strated that the implementation of class size reduction policies does 
have the anticipated effects on student achievement. But all attempts 
at implementation have not been successful. The CSRP project in 
California indicates that unless there is adequate funding, availability 
of trained teachers, and access to facilities, the implementation proc-
ess may be frustrating and the results may be disappointing. It should 
also be added that the effect sizes of even quite large class size reduc-
tions are relatively small, and that class size reduction is associated 
with considerable cost. This suggests that careful consideration of al-
ternative ways of spending schooling funds should be made.  

The results indicate that among the resource factors, teacher com-
petence is the single most powerful factor in influencing student 
achievement, and the effect sizes seem to be substantially larger than 
those associated with class size. As a policy variable teacher, compe-
tence is considerably more difficult to manipulate than is class size, 
and except for the Angrist and Lavy (1998) study of teacher in-service 
training, I am not aware of any study that pits class size reduction 
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against increasing teacher competence. Given the strength of effects 
associated with teacher competence, it would seem that investments 
in teacher competence would have a higher likelihood of paying off in 
terms of student achievement than would other investments, which 
was also the conclusion drawn by Angrist and Lavy (1998). 

Murnane (1995) concluded that salaries and working conditions 
are the two most important factors determining teacher supply, but 
also that “... almost no studies shed light on the quality of the teach-
ing force” (p 318). It may, nevertheless, be assumed that factors 
which cause the teaching profession to be attractive will not only af-
fect teacher quantity, but also teacher quality. 

The supply of teachers is, among other things, affected by the 
demographics of the population. As observed by Murnane (1995), 
trends in birthrates influence the number of potential teachers, and 
the likelihood of finding a teaching position. The supply of teachers 
is, furthermore, determined by the career decisions of prospective, 
current and former teachers, and by the health status and activity level 
of current teachers.  

There is considerable evidence that salaries are important influ-
ences on decisions to become a teacher (e.g. Dolton, 1990), and in 
determining the attrition rate of novice teachers (Murnane et al., 
1991). However, because the effect of salaries is based upon compari-
sons with the available alternatives, what is a competitive salary in one 
subject field, need not be so in another.  

Little is known about the impact of working conditions on career 
decisions and activity levels in the field of teaching. Murnane (1995, p. 
318) stated that : 

... teachers care about difficult-to-measure variables such as the availability of 
materials, and the quality of administrative support. As a result, there is almost 
no solid evidence on the impact of working conditions on teacher supply in in-
dustrialized countries.  
 
However, while it may be true that there is little solid evidence 

about the impact of working conditions on teacher supply, the gener-
alization about what teachers care about may be challenged on the 
basis of research on teachers’ perceptions of effects of class size on 
working conditions. On the basis of a review of the literature, Gran-
ström (1998) concluded that larger classes involve more hours of 
work each week, that they are associated with higher levels of stress, 
and a larger incidence of burnout syndromes. These results indicate 
that class size is an important factor in determining working condi-



WHAT DO WE KNOW ABOUT EFFECTS OF SCHOOL RESOURCES ON 
EDUCATIONAL RESULTS?, Jan-Eric Gustafsson 

105 

tions for teachers. Furthermore, since class size is such an easily iden-
tifiable variable, it is likely to efficiently communicate the working 
conditions of the teaching profession to potential teachers.  

Class size may thus be an important policy variable which affects 
the supply and quality of teachers. While the direct effects of class 
size on student achievement may be too weak to justify class size re-
ductions, the indirect effects via the influence on teacher competence 
may provide a justification for class size reduction. At present, this is, 
of course, nothing but a hypothesis but given the available empirical 
evidence, it would seem to be an interesting and important topic for 
further research.  
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