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Summary 

.A country's suitability for entry into a currency union depends on 
several economic conditions. These include, inter ah, the intensity of 
trade with other potential members of the currency union, and the 
extent to which domestic business cycles are correlated with those of 
the other countries. Rut international trade patterns and international 
business-cycle correlations are endogenous. This paper develops and 
investigates the relationship between the isvo phenomena. Using 30 
years of data for 20 industrialized countries, we uncover a strong and 
striking empirical finding: countries with closer trade links tend to 
have more tightly correlated business cycles.. 
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Countries considering whether to enter the proposed European 
E,conomic and Monetary Union (EMU) are currently weighing the 
potential benefits of joining the currency union against the inevitable 
costs. Joining a currency union brings benefits, such as fewer of the 
transactions costs associated with trading goods and services among 
countries with different monies. Countries with close international 
trade links would potentially benefit greatly from a common currency 
and are more likely to be members of an optimam carnny area (OCA). 
So the nature and extent of international trade is one criterion for 
EMU entry or more generally, membership in an OCA. 

But joining the EMU brings costs. One cited frequently is fore- 
going the possibility of dampening business-cycle fluctuations 
through counter-cyclic monetary policy.1 Countries with idiosyncratic 
business cycles gve  up a potentially important stabilizing tool if they 
join a currency union. So another criterion for EMU entq- is the na- 
ture and extent of domestic business cycles; gmmetm'c countries are 
more likely to be members of an OCA. Countries with tight interna- 
tional trade ties and symmetric business cycles are more likely to join 
and gain from the EMU, cetenipam'bus. This paper analyzes these is- 
sues. 

* We thank: Jhirish G@ta,fir  s search aaistance; Tam Bqoum' for ptvzidng data; TIES and 
ECARE for ho.pitali'p during the course of wniing thzs p q b ~  Lmr Calmfs, B q j  Eichengreen, 
H m ,  F h ,  Hafts Genbcg ?ad Handton, John Hassh~ Rich Lyons, Jacques Mikt2 Torsten 
~ k o n ,  Chti5 Pis.ran'hs, Lm Sz;ensson, and semzizarp&cz$ants at IIES and the Swedish Govern- 
ment Com~n'ssion's Pubkc Heaiig on EARJfor comments; and the LVatio~zal Srience Foundatzonfor 
%search s@por;t. A hngr u-slan ofthisp@w with .pe& eqbhasis on Sweden and E M J  (entitkd 
'Economic Stmdz~re and the Deiriofz to Adopt a Common Curreny'3 n'rculates as a background 
+r;'for the S'wedsh Govei.-nment Comvn'ssion on EMIJ. 

Such costs may be low if labor is mobile among the members of the currency 
union, or if an  effective international or intertemporal system of fiscal transfers 
exists. We do not focus explicitly on these issues below. 
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These topics have been closely studied by economists. Estimates 
of the transactions costs that might be saved by the EMU were 
slumrnarized by the European Commission (1990). Several econo- 
mists, including Bayoumi ar,d Eichengreen (1993a, 1993b, 1994, 
NM), analyzed the business cycles and shocks affecting different 
potential FhdU members-to be able to quantify the potentia! in?.- 
portance of national monetary policy. This paper intends to link the 
two issues to make a simple point. We argue that a nahe examination 
of historical data gves a misleading picture of a country's suitability- 
for entry into a currency union because both criteria are en~'o~efzuus.~ 

Entry into a currency union may significantly raise international 
trade linkages and thus the benefits foregone by not joining a cur- 
rency union. More importantly, tighter international trade ties may 
significantly affect the nature of national business cycles. Countries 
that enter a currency union are likely to experience dramatically dif- 
ferent business cycles. In part, this will necessarily reflect changes in 
monetary policy; but it may be partly a result of closer international 
trade with other members of the union. From a theoretical view- 
point, closer international trade could result in either tighter or looser 
correlations of national business cycles. Cycles could, in principle, 
become more idiosyncratic; closer trade ties could result in countries 
becoming more specialized in the goods in which they have com- 
parative adantage. The countries might then he more sensitive to 
industry-specific shocks, which result in more idiosyncratic business 
cycles. But if shocks that are common across countries dominate-or 
intra-industry trade accounts for most trade-then business cycles 
may become more similar across countries when countries trade more. 
We believe the latter case to be more realistic, but consider the ques- 
tion to be open. 

We test our view empirically, using a panel of bilateral trade and 
business-cycle data that span 20 industrialized countries during 30 
years. The empirical results are strong and clear cut. They indicate 
that closer international trade links result in more closely correlated 
business cycles across countries. 

In Section 1, we provide a theoretical framework for our analysis, 
which draws heavily on the large literature on optimum currency ar- 

The European Commission (1990) recognized both of these phenomena For 
example, on p. 11 it states ". . .Elimination of exchange-rate uncertainty and trans- 
actions costs . . . are sure to yield gains in efficiency . . . EMU will reduce the inci- 
dence of country-specific shocks." 
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eas (OCAs). Then we discuss the literature briefly and present our 
empirical methodology and dataset. Section 3 contains our actual 
empirical results and Section 5 contains a brief conclusion. 

1. Theoretical framework 

Since Mundell (1961) first developed the concept of an optimum cur- 
rency area, a vast amount of literature has developed in the area. Tl~is 
literature includes classic contributions bj- McIGnnon (1 963) and 
Kenen (1969); recent surveys are available in Tavlas (1992) and Bay- 
oumi and Eichengreen (1996). Much of this literature focuses on four 
interrelationships among the members of a potential OCL4. They are 
the: 

Extent of trade 
Similarity of the shocks and cycles 
Degree of labor mobility 
System of fiscal transfers and risk-sharing 

The greater the linkages among the countries using any of the four 
criteria, the more suitable a common currency. 

Given the theoretical consensus in the area, it is natural that the 
OCA criteria have been applied extensively. For example, when most 
researchers judge the suitability of different European countries for 
the EMU, they examine the four criteria (or some subset) using 
European data, frequently using the U.S. as a benchmark for com- 
parison. 

This paper argues that such a procedure may be untenable, be- 
cause the OCA criteria are joint4 endogenous. For example, the suitabil- 
ity of European countries for the EMU cannot be judged on the ba- 
sis of historical data because the structure of these economies is likely 
to change if the EMU exists. As such, this paper is simply an applica- 
tion of the well-known Lucas Critique (Lucas, 1976). Without denying 
the importance of the latter criteria, we focus on the first tsvo OCA 
criteria. 

1.1. The OCA paradigm 

Countries that are highly integrated with each otlier, regarding inter- 
national trade in and services, are more likely to constitute an 
optimum currency area. Openness is one criterion for membership in 
an OC-1 because greater trade leads to greater sa~~ings in the transac- 
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tions costs and risks associated with different currencies. And the 
high margnal propensity to import associated with an open economy 
reduces output variability and the need for domestic monetary policy, 
because openness acts as an automatic stabilizer. 

C>f course, openness is not the only criterion for rnembersl-~ip in a 
common currency area. Ever since Murldell (1961), it has been ap- 
preciated that the more highly correlated the business cycles are 
across member countries, the more appropriate a common currency. 
Only countries whose business cycles are imperfectly synchronized 
with others' could benefit from the potential stabilization afforded by 
a national monetary policy.3 

In Figure 1, we graph the extent of trade among members of a 
potential common currency area, against the correlation of their in- 
comes. The OCA line slopes downward: the advantages of adopting 
a common currency depend positively on trade integration and the 
degree to which business cycles are correlated internationally. Points 
high up 2nd to the riglit represenli groupirlgs or'ccjuriiries iliai should 
share a common currency; those down and to the left represent 
countries that should float incii~iciuaii~." 

Can the degree of integration among potential members of a 
common currency area be considered independently of income cor- 
relation? Surely not, because the correlation business ~ c l e s  across coun- 
tn'es depend on lade  infegration. 

Our hypothesis is that this relationship is positive: the more one 
country trades with others, the more highly correlated will be their 
business cycles. This is certainly the relationship pictured by the 
European Commission (1990). But it is not universally accepted. 
Authors such as Eichengreen (1992), Kenen (1969), and Ihg rnan  
(1993) have pointed out that as trade becomes more highly inte- 
grated, countries specialize more in production. The increased degree 
of specialization may be expected to reduce the international correla- 
tion of incomes, given sufficiently large supply shocks. 

V e  assume that monetary policy cannot permanently affect either a countv's 
real income level or growth rate; hence our focus on business cycles. 
4 Of course, a high degree of labor mobility among the member countries and/or 
the existence of a system of fiscal transfers also make monetary independence less 
necessary. 
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Figure 1. The extent of trade among members of a potential 
common currency area, against 
the correlation of their incomes 

Extent of international trade 

t 

Good candidates for a common currency 

Countries that should 
float independently 

Correlation of business-cycles across countries 

1.2. Further analysis 

Ideally, we would use a general equilibrium model of international 
trade to derive testable hypotheses. Such a model must in~~olve barri- 
ers to trade (either natural, such as transportation costs, or created 
such as tariffs and non-tariff barriers), because our objective is to 
gauge the impact of reduced trade barriers on the international co- 
movements of business cycles. Because of the latter point, this 
model, unlike most models of international trade, must be stochastic 
with roles for industqr-specific and aggregate shocks. Further, it must 
involve intersectoral trade (to be able to accommodate specialization) 
and intra-industry trade (because the effects on the latter of opening 
trade are thought to be large and different from those of inter- 
industry trade). Creating such a model from scratch is clearly beyond 
the limited scope of this (chiefly empirical) paper. 

Cross-country covariance in aggregate output can schematicall~r be 
thought of as depending on: 

Similarity in industry composition in the face of sector-specific 
(but global) shocks 

8 Extent of country-specific shocks 
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As noted by Eichengreen, Kener,, and I h g m a n ,  increased trade re- 
sults in greater specialization if most trade is inter-industry. Because 
countries tend to produce and export goods in which they have a 
comparative advantage, greater specialization tends to lead to lower 
cross-country covariances in aggregate output because sector-specific 
shocks have a differential impact across countries. Of course, if much 
trade is within rather than among industries, such specialization effects 
may be small. The latter sort of trade-intra-industry-has attracted 
much attention of late and is commonly consideretl to accourlt for a 
substantial share of international trade. 

The covariance of the country-specific aggregate shocks may also 
be affected by increased integration. There are several potentially im- 
portant channels. The spillover of amegate demand shocks will tend 
to raise the covariance because, for example, an expansionary fiscal 
policj. in one country tends to raise demand for foreign arld domestic 
output. But this may not be the only channel. The presence of 
greater trade integration may Induce a more rapid spread of produc- 
tivity shocks, raising the covariance. And government-induced policy 
shocks may become more coordinated in the presence of increased 
integration. 

It seems that closer international integration will tend to raise the 
covariance of countq--specific demand shocks and aggregate produc- 
tivity shocks. This tends to increase the international coherence of 
business cycles. But integration tends to raise the degree of industrial 
specialization, leading to more asrnchronous business cycles. The 
importance of this effect depends on the degree of specialization in- 
duced by integration, which may not be large if most trade is intra- 
industq- rather than inter-industry-. And the  net effect on business- 
cycle coherence depends on the relative variances of aggregate and 
industq--specific shocks. If the former are larger than the latter-s 

in, for example, Stockman (1988)-then we would expect closer 
trade integration to result in more sj-nchronized business cycles. 

Casual empiricism leads us to the view that integration results in 
more highly correlated national business cycles. But the alternative 
Eichengreen-Kenen-IiIrugman view is defensible on tl~eoretical 
grounds. The matter can only be resoh-ed empirically. \We now turn 
to that task. 
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2. Related results from the literature 

Cohen and K7yplosz (1989) examined the correlation of output 
growth rates for Germany and France; Weber (1991) did so for other 
members of the European Community. Stockman (1988) decom- 
posed cross-country growth rates of industrial production for Euro- 
pean countries into industqy-specific and country-specific compo- 
nents. Bayoumi and Eichengreen (1993a, 1993b, 1993c, 1994) argue 
that these studies conflate information on the incidence of distur- 
bances and on the economies' responses. Accordingly, Bayoumi and 
EGchengreen use structural vector auto-regressions to distinguish un- 
derlying aggregate demand and aggregate supply disturbances from 
the subsequent dynamic response. They use the results to find plau- 
sible groupings of countries for monetary union. 

De Grauwe and Vanhaverbeke (1993) find that a,rynzrnetn'c or idio- 
syncratic shocks tend to be more prevalent at the regonal level 
within a countq- than at the national level within Europe. This seems 
to support the view that increasing integration ma)- result in more 
idiosyncratic activity. Rut De Grauwe arid Vanhaverbeke use the stan- 
dard dezxation @the dference in percentage changes in income between 
the nvo regions instead of the camlation of percentage changes in in- 
come between tn70 regons. This is a less useful measure of income 
links. There is every reason to think that the variance of income at 
the regional level is much liigher than tlie variance of income at the 
national le~-el. Because national income is the sum of regonal in- 
come, some local variation is bound to wasl~ out despite the presence 
of potentially high interregonal correlations." 

Close in spirit to our T-iew is a recent paper by -Artis and Zhang 
(1995), which finds that most European countries' incomes were 
more highly correlated with tlie U.S. during 1961-79. but (with tlie 
exception of the UI<) have become more highll- correlated n-ith 
Germany since joining the ERL~I." 

j If replonal va~iances are larger tllan ilatiollal va~imces, simple algebra can s h o ~  
tliat the valriallce of regonal differences can appear larger t41m the vaiiai~ce of 
national differences, even tl~ough regiorial iilcornes are in fact inore liiglll!- corre- 
lated than national vasiailces. The reason is that the correlation coefficient is de- 
fined as the corarimce divided by the product of die square root of the respective 
variances. 

W f  course this may he the result of die loss of inonetair\r ii~depeadence, rather 
than of irlcreased trade. 
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All this work is subject to the previously mentioned Lucm Critique. 
Perhaps more importantly, none of this work attempts to endogenize 
international business-cycle correlations. 

3. Empirical methodology 

This section presents some empirical evidence on the relationship 
hetween bilateral income correlations and bilateral trade intensity. 
The evidence is consistent with a strong positive effect of trade in- 
tensity on income correlations. 

3.1. Measuring bilateral trade intensity and 
business-cycle correlations 

Our empirical analysis relies on two key variables: bilateral trade in- 
tensity; and bilateral correlations of real economic activity. We discuss 
cL,,, :, 7 
L i l L S L  111 L U L L , .  

We are interested in the bilateral intensity of international trade 
. . . 

bemeen two i and j at a in fime t. "7- vv i .,no U ~ L  +Lw,, L I I L L L  A;C UIL-  

fererlt proxies for bilateral trade intensity. The first uses export data 
exclusively; the second uses only imports, and the final (and pre- 
ferred) measure uses exports and imports: 

where: y,, denotes total nominal exports from country i to countq~ j 
during period t; Y t  denotes total global exports from country i; and 
M denotes irnpor;s. (In practice we take natural logarithms of all 
three ratios.) We think of higher values of, for example, wcjt as indi- 
cating greater trade intensity between countries i and j. 

The bilateral trade data are taken horn the International Monetary 
Fund's (IMF) Direction fTrade dataset. The data are annual and cover 
21 industrial countries from 1959 through 1993.~ 

7 The ST-kTA dataset is wadable at http://haas.berkeley.edu/-arose 
8 The countries are: Australia, -A~lst~ia, Belgum, Canada, Denmark, Finland, 
France, Germany, Greece, Ireland, Italy, Japan, Norway, Netherlands, h e w  Zea- 
land, Portugal, Spain, Sweden, Switzerland, the UI<, and the U.S. In future work, 
we hope to include developiilg countries. 



E,NDOGENEITY OF OPTIMUM CURRENC17 AREA, Frankel & Rose 

A T-ariety of problems are associated with bilateral trade data (for 

example, y,, f M,,J. Our data measure actual trade rather than po- 
tential trade that would exist if conditions were slightly different. And 
from a theoretical viewpant, it is unclear whlch set of weights is op- 
timal; some countries may have specialized exports or imports. So we 
conduct our tests with all three measures of trade intensity. Reassur- 
ingly, our answers seem insensitive to the exact way that we measure 
trade intensity. This IS unsurprising, because the three different 
measures are highly positively mtercorrelated. Figure 2 provides scat- 
ter plots of each measure of trade intensity graphed against the oth- 
ers. Non-parametric data smoothers are provlded to connect the 
dots. 

Figure 2. Scatter-plots of each trade-intensity measure 
graphed against the others. 

I 
Total trade 

weights ! 
I 

Different (logs) trade intensity measures. 

Our other important variable IS the bilateral correlation between 
real activity in country 1 and country J at time t. Again, it is difficult to 
figure out the optimal empirical analogue to the theoretical concept. 
So we use a T-ariety of different proxtes. 

We use four different measures of real economic activity: the first 
palr talien from the IMF's Inteniatzo?zal F~na??aal Sfatzstzcs; the other 
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two from the OECD's A/'aifz Economic Indicators. In particular, we use: 
real GDP (typically IF§ line 99); an index of industrial production 
(line 66); total employment (OECD mnemonic el'); and the unem- 
ployment rate (MET-) .  _211 the data are quarterly, covering (with gaps) 
the same sample of countries azd years as the trade data. 

We transform our variables in two different ways: by taking nam- 
ral logarithms of each variable except the unemployment rate and by 
detrending the variables so as to focus 011 business-cycle fluctuations. 

Given the importance of different detrending procedures and the 
lack of consensus about optimal detrending techniques, we use four 
different detrending methodologies, where we:' 
1. Take simple fourth-differences of the (logs of the) 1-ariables (that 

is, we subtract the fourth lag of, for example, real GDP from the 
current talue), multiplying by 100 (so that the resulting variable 
can be interpreted as a growth rate). 

2. Detrend the variables by examining the residual from a regression 
zf :hc rariab?e or, a !i::ezr dme :re?:?,, 2 qbizdrztic time trenc?, and 
three quarterly dummies. 

3. Getrend the variables the iVc!!-linc;-v;.n s3drick-Prescott 

(HP) filter (using the traditional smoothing parameter of 1600). 
4. Apply the HP filter to the residual of a regression of the variable 

on a constant and quarterly dummies. 

After appropriately transforming our variables, we can compute 
bilateral correlations for real actlrlty. These correlations are estimated 
(for a given concept of reai economic activity), betweeiz t-n7o countries 
over a given time span. Thus, for example, we estimate the correlation 
between real GDP detrended with the HP  filter for two countries, i 
and j, over the first part of our sample period. 

K7e begn b j  splitting our sample into four equally s~zed parts: the 
begnning of the sample through 1967Q3 (1967, third quarter); 
1967Q4 through 1976Q2; 1976Q3 through 1985Q1; and 1985Q2 

W e  have also constn~cted a fifth transformation of our dependent variable. This 
is similar to our second variant in that we detrend the variables by exanlining the 
residual from a regression of the variab!e on a set of controls. But we add a con- 
trol, which is meant to account for the dependency of the economy to imported 
oil-price shocks. In particular, we take the real oil price (the oil price in dollars per 
barrel, divided by the CPI for industllal countries), and multiply it by net exports 
of fuel, expressed as a percentage of nominal GDIJ. This rariable, nleant to meas- 
ure the degree of dependency on imported oil, is then added to our otl~er control 
variables including linear and quadratic time trends, and quarterly dummies. 
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through the end of the sample. Because me have 21 countries, we are 
thus left with a sample size of 840 observations; 210 bilateral country- 
pair correlatior~s (=(21x20)/2), with four observations (over different 
periods) per countq- pair. 

While our three measures of trade intensity are quite similar to one 
another, the same is not as true of our 16 measures of business-cycle 
correlations. The measure of economic activity (GDP/industrial pro- 
duction and so on) and tlie detrending technique matter (though all 
16 measures of bilateral activity correlation are positivelji correlated 
with each other). 

Figure 3 graphs different business-cycle correlations against each 
other, holding the detrending method constant (at fourtll- 
differencing) but allon-ing the underlying act i~ iy meamre to vary. 

Figure 3. Different business-cycle correlations against 
each other 
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Fqgure 4 is an analogue that varies the det~e?zd~zg tt~-hmqzte but only 
portrays real GDP. Because the international buslness-cycle correla- 
tions are so imperfectly related to one another. we extensively check 
the sensitivity of our results. 
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Figure 4. Analogue that varies the detrending technjque 
but oniy portrays real GDP 
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3.2. Econometric methodology 

The regressions we estimate take the form: 

1: *.s+.- 
.,m: .. ., >:, ;, . .- 

Corr(~,s)~,, ,~ denotes the correlation between county i and county j over 

time span 7 for actiuig cofzctpt Y (corresponding to: real GDP (denoted 
y); industrial production (i); employment (e); or the unemployment 
rate (u)), detrended with method s (corresponding to: fourth-differencing 
(d); quadratic detrending (t); HP filtering (h); HP filtering on the SA 
residual (s); or quadratic detrending with the oil control (0)). 

Trade(w) ,,,,, denotes the natural logarithm of the average bilateral 
trade intensity between country i and country j over time span a us- 
ing frade intenszp concqt w (corresponding to: export weights (x); im- 
port weights (m); or total trade weights (t)). Finally, E , , ,  represents 
the myriad influences on bilateral real activity correlations above and 
beyond the influences of international trade, and a and P are the re- 
gression coefficients to be estimated. 

" 
.-. ,;_.,. 
i. , , * , . ~  . 

1.' .<. 
I .  

- .  5 . -  ::., .. . , ,..'. 

HP-filtered 
S A 

real GDP 
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We have 16 versions of the regressand (as we consider four activ- 
ity concepts and four detrending methods) and three versions of the 
regressor (because me have three sets of trade weights). K-e estimate 
all 48 versions of our regression to check results for robustness. 

The object of interest to us is the slope coefficient P. We are in- 
terested in the sign and the size of the coefficient. The s&?~ of the 
slope tells us whether the Eichengreen-I(rugrnar1 specialization effect 
dominates (in which case we would expect a negative P because more 
intense trading relations would be expected to lead to more idiosyn- 
cratic business cycles and hence a lower correlations of economic 
activity) or tlie expected traditional effect prevails (in which case P 
would be expected to be positive). The size of the coefficient allows 
us to quantify the economic importance of this effect. 

A simple OLS regression of bilateral activity income correlations 
on trade intensity may be inappropriate. Countries will probably de- 
liberately link their currencies to those of some of their most impor- 
tant trading partners, to capture gains associated with greater ex- 
change-rate stability. In doing so, they lose tlie ability to set monetary 
policy independently of those neighbors. The fact that their mone- 
tary policy will be closely tied to that of their neighbors could result 
in an observed positive association betweeti trade links and income 
links. So tlie association could be the result of countries' application 
of the OCL% criterion, rather than an aspect of economic structure 
that is invariant to exchange-rate regimes. 

To identify the effect of bilateral trade patterns on income corre- 
lations in such circumstances, we need exogenous determinants of 
bilateral trade patterns. These can be used as instrumental variables to 
produce consistent estimates of P. Our preferred set of instrumental 
1-ariables includes the most basic ~w-iables of the well-known g r a ~ p  
model of trade: distance and dummj- 1-ariables for commorl border or 
language.'' 

Parenthetically, estimation of the standard error for P is poten- 
tially complicated. Our observations may not be independent; for 
example, the French-Belgian obsen-ation for the first quarter of the 
sample may depend on either the French-Belgan observation for the 
second quarter, or the French-Dutcli obsen-ation for the first quarter 
(or both). K e  ignore such potential dependencies in computing our 

'0 Instrumental vailable estilnatioil is also appropsiate because the regressors are 
measured with error. 
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covariance matrices and instead try simply not to take their precise 
size too seriously (it turns out there is no need to clo so).'' 

4, Empirical results 

YVe start our analysis with simple ordinary least squares. Consistent 
~vifn our priors, esnrnatlo~~ wlth lnstrumeiital banabies delivers the 
same message even more strongly. 

4.1. OLS work 

Table 1 tabulates ordinary least squares (OLS) estimates of P. Three 
columns show the estimates (along with their standard errors), which 
correspond to the three different measures of bilateral trade intensity. 
For each measure, the rows display 20 estimates (four measures of 
economic activity, each detrended in four different ways and the oil- 
adjusted measure). 

mi ~~~~ est;lrl.dies ;II&Caie tliai a 'loser trade liiikage bet\;Lieei-l 

countries is strongly and consistently associated with more tightly 
-1 correiated economic activity between the w o  countries. l n e  size of 

this effect depends on the exact measure of economic activity (as ex- 
pected) but does riot depend very sensitively on the exact metliod of 
detrending the data or the measure of bilateral trade intensity. Par- 
enthetically, the adjustment for the oil price reduces the size of the 
coefficients slightly, althougl~ they remain positive allti significant. 

We clieclied these results in several different ways, and they seem 

to be robust. For example, a consistently positive estimate of P ap- 
pears whether or not the trade intensity measure is transformed by 
natural logarithms and whether or not the observatiorls are weighted 
by country size. More importantly, the results do not seem very sen- 
sitive to the exact sample chosen. 

l1 The dataset reveals few signs of such dependency. Kl~i te  cova~lance matrices 
are very similar to traditional ones; non-parametric tests for dependencies across 
periods reveal no trends; boot strapping our standard errors results in 1-ery similar 
standard error estimates. Parenthetically, our IT' standard errors should be consis- 
tent in the presence of generated regressors. 



EKDOGEKE,ITY OF OPTIMUM CURRENCY AREA, Frankel & Rose 

Table 1 .  OLS estimates of 

(Effect of trade intensity on income correlation) 

Total trade import Export 

Notes: OLS estiinate of P (multiplied by 100) from 

Huber-White heteroskedastici~ consistent standard errors in parentheses. Inter- 
cepts not reported. Bilateral cluarterly data from 21 industrialized counties, 1939 
tl~rough 1993 split into four subpeiods. 1Iaximum sainple size = 810. 

The data from the last quarter of the sample show more endence of 

a strongly posltir e estimate of P than does that from the first quarter, 
but the exact cholce of countries does not matter. We h a ~ ~ e  also 
tested for the importance of non-lii~eizrities In the relationship be- 
tween trade Intensity and ,~cttvit~ correlntioris by estimatirlg the equa- 
tlon with a non-parametric data smoother (slmilar to local17 weighted 
regresston but n-ithout netghborhood weighting); the non-linear ef- 
fects are tqrptcallj statistically in~i~gnificant arid the strong positn-e ef- 
fect of trade Intensity on business-cycle correlations IS not affected. 
Add~ng elther time-spec~fic or countq-specific $xed-efect controls (or 
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both) also does not affect the sign or statistical significance of P. Fi- 
nally, we split our dataset into two subperiods across time (instead of 
four) and re-estimated our equations. The resulting point estimates of 
p remain quite similar to those in Table 1. 

4.2. PnstrumentaP variable estimation 

The issue of simultaneous causation is potentially serious. For this 
reason, we take instrumental variable (IV) estimates of p more seri- 
ously than our OLS estimates. We use three instrumental variables: 
1. The natural logarithm of the distance between the business cen- 

ters of the relevant pair of countries 
2. A dummy variable for geographic adjacency 
3. A dummy variable that indicates if the pair of countries share a 

common language 

Each of these variables is expected to be correlated with bilateral 
trade intensity but can reasonably be expected to be unaffected by 
other conditions that affect the bilateral correlation of economic ac- 
tivity. 

Table 2 shows direct evidence on the first-stage linear projections 
of (the natural logarithm of) bilateral period-average trade intensity 
on our tl~ree favored instrumental variables. 

Distance (more preciseiy, the narural log hereof) is strongly n e p -  
tively associated with trade intensity, as predictecl by standard grabip 
models of international trade. Countries that share either a common 
border or a common language also have significantly more trade than 
others. The first-stage equations appear to fit relatively well. 

Table 2 also includes a minor perturbation to our standard first- 
stage equation, namely the d@k equafion augmented by a variable 
that registers membership in a regional trade agreement. There are 
two relevant agreements; the: 
0 U.S./Canada FTA4 and NAFTA, its successor 

EEC/EC'~ 

l2 We compute this variable by taking a pair-specific indicator variable (for exam- 
ple, unity for UI</France in 1975, zero for U.S./Japan in 1975) and computing 
subperiod averages over time (for example, the subperiod for the last quarter of 
the sample is non-zero for all EC-Spanisli obseivations, but the observations are 
not unity because Spain was not in the EC for the entire subsample; earlier Spanish 
observations are all zero). 
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Log of 

Table 2. First-stage estimates 

(Determinants of bilateral trade) 

_Notes: OL,S estimates from 

Standard errors in parentheses. Intercepts not reported. Bilateral quarterly data 
from 21 industrialized countries, 1959 through 1993 split into four subperiods. 
Maximum sample size = 810. 

Aliembership in a regonal trading agreement is strongly associated 
with more intense international trade in an economic and statistical 
sense. Entry into a regonal trade agreement appears to raise bilateral 
trade intensity by almost 50 percent. While the variable seems almost 
orthogonal to our tliree default instrumental variables, we do not use 
it as one of our default instrumental mriables because it is potentiallj- 
associated with tighter income correlations directly (for example, 
through exchange-rate arrangements; there is a high correlation be- 
tween EC and EMS membership). Happily, our P estimates are in- 
sensitive to irlclusion or exclusion of the extra instrumental variable. 

Table 3, which is a direct analogue to Table 1, tabulates instm- 
mental variable estimates of P (estimated wtth our three default in- 
strumental vartables). As expected, the results are conststent ~vtth the 
OL,S results tn Table 1, but they are somewhat stronger In economic 
arid statisttcal significance. The effect of greater intensity of mterna- 
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tional trade on the correlation of economic activity remains stronglj- 
positive and statistically significant but is larger than the simple OLS 
estimates indicate (though we try not to interpret the t-statistics too 
literally, gven the potential problems of cross-sectional or intertem- 
poral dependency). The oil-adjusted resnlts are now slightly larger 
than the other coefficients. 

Table 3. IV estimates of 

(Effect of trade intensity on income correlation) 

 note^: IT7 estimate of P (multiplied by 100) from 

Instrumental variables for trade intensity are: 1) log of distance; 2 j  dummy variable 
for common border; and 3) dummy variable for common language. 

Stantlard errors in parentheses. Intercepts not reported. Bilateral quarterly data 
from 21 industrialized countries, 1959 through 1993 split into four subperiods. 
Maximum sample size = 840. 

As with tile OLS results, our 11- estimates of are robust to a 
wide range of perturbations to our basic econometric methodology. 
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\Tie performed all the experiments mentioned in conjunction wit11 
Table 1 without disturbing our central results. We also changed the 
list of instrumental variables ln several different ways without chang- 
ing our results. For example, adding dummj variables for member- 
ship in GATT or regonal trade arrangements as extra instrumental 
T-ariables does not change our results, as does adding countq- popula- 
tlon and output. 

4.3 More sensitivity analysis 

We augmented our relationship by adding a dummy 1-ariable that is 
unity if the isx70 countries shared a bilateral, fixed exchange rate 
throughout the sample. This is an important test. The Rayoumi- 
Eichengreen view is that the high correlation among European in- 
comes is a result not of trade links but of E.uropeans' decision to re- 
linquish monetary independence vis-d-vis their neigllbors. If this is 
correct, putting the exchange-regime variable explicitly on the right- 
hand side should shorn the effect, and the apparent effect of the 
trade and geography variables should disappear. Instead, the addition 
of this exchange-rate T-ariable does not significantly alter 0. Table I ,  
which is an analogue of Table 3, shows the actual estimates (with the 
same instrumental ~ariables) when the equation is augmented by an 
indicator variable, which is unity if the pair of countries maintained a 
mutually fixed exchange rate during the relevant sample period. 

For simplicity, only the results with total trade weights are re- 
ported. The positive p coefficient still appears quite strong; indeed its 
sign and magnitude is essentially unchanged from Table 3. In con- 
trast, the effect of a fixed exchange-rate regime per se is not well de- 
termined. The coefficients vaq- in sign and magnitude depending on 
the exact measure of economic activity and detrending method used 
to compute the bilateral activity correlation.'" 

\Xre also performed a more direct checli for the importance of oil- 
price shocks by augmenting our relationship \\-it11 a variable meant to 
measure the degree of dependency on imported oil. This mriable (the 
same used to adjust the oil-adjusted regressarlds tabulated in Tables 1 
and 3) is the product of the real oil price (the oil price in dollars per 
barrel, divided by the CPI for industrial countries) and net fuel ex- 
ports, expressed as a percentage of nominal GDP. IXe add this vari- 

1"esults are not changed substatltivelj- if the actual bilateral exchange-rate vola- 
tility is substituted for our indicator variable. 
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able to our default regression and estimate the coefficients with in- 
strumental variables. Table 5 shows the results. There are two sets of 
columns. The second is a minor perturbation, in that the extra re- 
gressor is the percentage cha~zge of the real oil price multiplied by ex- 
ports of &el. Again, 3s in Table 4, the same instruments! variables as 
in Table 3 are used, and for simplicity, only the results with total 
trade weights are reported 

Table 4. IV estimates of B and y (effect of fixed-rate regime) 

(Total trade weights) 

Notes: IV estimates of p and y (multiplied by 100) from 

where FIXi,j,.t is the (period average of a) dummy variable, which is unity if i and j 
had a mutually fixed exchange rate during the pesiod. 

Instrumental variables for trade intensity are: 1) log of distance; 2) dummy 
variable for common border; and 3) dummy variable for common language. Stan- 
dard errors in parentheses. Intercepts not reported. Bilateral quarterly data from 21 
industrialized countries, 1959 through 1993 split into four subperiods. 
h/iaximurn sample size = 840. 

The positive P coefficient still appears quite strong; its sign and 
magnitude is essentially unchanged from Tables 3 and 4. In contrast, 
the effect of oil-price dependency is not firmly established. The coef- 
ficients vary in sign and magnitude when the oil-price level is used. 
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When the percentage change of the oil price is used, the oil price re- 
gressor has a consistently positi~~e (though not always significant) co- 
efficient. But the durable sign and significance of b is unaffected. 

Table 5. IV estimates of p and 6 (effect of oil-price shock) 

(Total trade weights) 

Notes: IV estimates of p and y (multiplied by 100) from 

where pOIL*{[@Fuel-MFuel)/Y],[@Fuel-MFuel)/u]~))~ is the (period average 
of) the product of the nominal price of oil (in $/bbl, deflated by the global CPI), 
net fuel exports nonnalized by nominal GDP in country i, and the latter variable 
for country j. 

Instrumental variables for trade intensity are: 1) log of distance; 2) dummy 
variable for common border; and 3) dummy variable for common language. Stm- 
dard errors in parentlieses. Intercepts not reported. Bilateral quarterly data from 21 
industrialized countries, 19 59 through 1993 split into four subperiods. Maximum 
sample size = 840. 
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5. Conclusion 
-. lhis paper considers the relationship between two of the criteria 
used to determine whether a country is a member of an optimum 
currency area. From a theoretical viewpoint, the effect of increased 
trade integration on the cross-country correlation of business-cycle 
activity is ambiguous. Reduced trade barriers can result in increased 
industrial specialization bj7 country and therefore more asynchronous 
business cycles resulting from industrj-specific shocks. But increased 
integration may result in more highly correlated business cycles be- 
cause of demand shocks or intra-industry trade. 

This theoretical ambiguity does not characterize the data. Using a 
panel of 30 years of data from 20 industrialized countries, we find a 
strong positive relationship between the degree of bilateral trade in- 
tensity and the cross-country bilateral correlation of business-cycle 
activity. Greater integration historically has resulted in more highly - .  

synchronized cycles. 
The endogenous nature of the relationship between various OCA 

criteria is a straightfonvard application of the celebrated Lucas CK- 
tiyue. Still, it has considerable relevance for the current debate on 
economic and monetary union in Europe. For example, some coun- 
tries may appear, on the basis of historical data, to be poor candi- 
dates for EMU entry. But EMU entry per J.C, for whatever reasoil, 
map provide a substantial impetus for trade expansion; this in turn 
may result in more highly correlated business cycles. That is, a coun- 
try is more likely to satisfy the criteria for entry into a currency union 
expost than ex ante. 
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